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Abstract—Recently, Phase-change RAMs (PRAMs) are 
considered to be as a good candidate that can substitute as 
DRAM cache buffers (CBs) in NAND flash-based storage devices 
(NFSDs). PRAM is an adequate device to mobile consumer 
electronics thanks to low static power consumption, high density 
and non-volatility. However, in spite of many advantages over 
DRAM, asymmetric write/read speed of PRAM causes 
performance degradation in NFSD. In this paper, hence, we first 
propose a novel scheduling method for an NFSD with PRAM CB 
utilizing read-while-write (RWW) of PRAM. The method 
schedules NFSD’s requests to service read and write 
simultaneously using RWW. In the experiment result, the 
proposed method reduces read and write latency on average by 
30% and 19%, respectively. 

Keywords—NAND flash memory, PRAM cache buffer, read-
while-write 

I. INTRODUCTION 
NAND flash-based storage devices (NFSDs) have been 

widely employed along with the growth of mobile device 
market. Modern NFSDs utilize DRAM as cache buffer (CB) 
to complement various drawbacks of NAND flash memory 
(NFM) such as long latency and necessity of out-of-place 
update. However, the use of DRAM has become a burden to 
NFSDs due to its cost and volatility. 

Recently, Phase-change RAMs (PRAMs) [1] have 
emerged as a good candidate that can substitute DRAMs since 
they are denser than DRAMs and faster than NFMs. 
Additionally, non-volatility property of PRAMs clearly 
motivates researchers to utilize PRAMs as CBs in NFSDs for 
better reliability [2]. 

However, in spite of many advantages over DRAM,  
asymmetric write/read speed of PRAM is still an issue dealt by 
many works [3], because slow write affects not only write itself 
but also read. In this paper, hence, we propose a novel 
scheduling method for NFSDs with a PRAM CB utilizing 
read-while-write [4] (RWW) of PRAM to minimize 
performance degradation incurred by long write latency. For 
the best of our knowledge, this is the first work utilizing RWW 
for PRAM CB. More specifically, the proposed method 
schedules NFSD’s requests to service read and write 
simultaneously with multiple banks of PRAM using RWW. As 
a result, both read and write are improved because long write 
latency is hidden by many read requests serviced in parallel. 
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(a) Initial state of NCQ and PRAM cache buffer 
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(b) In-order scheduling (IS) 
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(c) Read-while-write-based in-order scheduling (RIS) 
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(d) Read-while-write-based out-of-order scheduling (ROS) 
Fig. 1 Comparison of total time according to scheduling methods 

II. PROPOSED METHOD  
In NFSD with Serial-ATA interface, a request given from a 

host is first queued in the native command queuing (NCQ) and 
is  transferred to CB after scheduling. In-order scheduling (IS) 
and out-of-order scheduling (OS) are to service incoming 
requests considering their arrival times and their data 
characteristics, respectively [5]. We investigate this part to 
minimize the performance degradation by long write latency of 
PRAM.  

RWW is a unique feature of PRAM which improves 
throughput of PRAM by handling read and write in parallel 
using independent banks within a PRAM. We propose a novel 
scheduling method that utilizes RWW of PRAM, which is 
called a read-while-write-based out-of-order scheduling (ROS).  

First, ROS reorders requests in the NCQ to handle as many 
read as possible while ongoing write is serviced in parallel. For 
this purpose, read which is the latest inserted to the NCQ can 
be serviced first if the bank for read is not occupied for write at 
the same time. Such scheduling is activated only when read can 
be completely hidden by RWW. Accordingly, ROS can 
improve read performance without write performance 
degradation. 

Second, ROS also improves write latency by considering 
data flushing of CB which eventually occurs due to its limited 
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capacity. The proposed method handles read for data flushing 
and write for host requests simultaneously using RWW based 
on the information of CB status. As a result, data flushing, 
which is an overhead for write latency, can be partially hidden 
by write operations of PRAM, thus write performance of 
NFSDs can be improved. 

Examples of Fig. 1 demonstrate the effectiveness of the 
proposed method. Fig. 1 (a) shows the initial states of the 
NCQ and PRAM CB, and Fig. 1 (b), (c) and (d) are scheduled 
by in-order scheduling (IS), read-while-write-based in-order 
and out-of-order scheduling (RIS and ROS), respectively. To 
evaluate the performance in a simple way, write/read latency 
of PRAM and program latency of NFM are assumed to be 3, 1 
and 5, respectively. As a baseline, IS of Fig. 1 (b) processes 
requests W1, W2, R3, R4, R5 in order and W6 is processed 
after flushing data of address 3 from PRAM CB, whose total 
time is 18. Data flushing of CB is managed by the least 
recently used (LRU) policy. RIS of Fig. 1 (c) is similar to IS 
but shows reduced latency by the factor of �t1 due to parallel 
operation of W2 and R3 by RWW. However, IS is not able to 
improve the latency further since R4 after R3 requires the 
same bank with W2, thus the total time is 17. On the other 
hand, ROS of Fig. 1 (d) services R3/R4/R5 earlier than W2 
and flushes data from CB before it is requested. As a result, 
ROS reduces the total time of NFSD to 12 thanks to the 
effective utilization of RWW. 

III. EXPERIMENTS 
To evaluate the effectiveness of the proposed method, we 

implemented a trace-driven simulator which consists of an 
FTL, a specification of PRAM [6] and NFM [7] and the 
configurations of storage system. Various workloads are 
collected from [8], [9] and by DiskMon [10] during daily PC 
use. We assume that the capacity of PRAM and NFM is 
16MB and 16GB, respectively, and the size of the NCQ is set 
to 32.  

Fig. 2 shows performance of the proposed method and 
latency is normalized by that of IS. In the perspective of both 
read and write latency, proposed ROS outperforms IS and RIS. 
As shown by RIS, the effect of RWW is negligible except Web 
consisting of 98% read requests. However, in Fig. 2 (a) and (b), 
ROS which utilizes RWW for request reordering and data 
flushing of CB improves read and write latency 30% and 19%, 
on average. 

Fig. 2 (c) shows Hidden Read Ratio (HRR), which is 
newly defined to analyze total PRAM read latency hidden by 
RWW. The larger HRR means that the more PRAM read 
operations are hidden by PRAM write operations. On average, 
HRR of ROS is 95% except for Web, which means that most 
of read from host and read for data flushing of PRAM CB are 
hidden by write requests.  

IV. CONCLUSION  
In this paper, we proposed a novel scheduling method for 

NFSDs with PRAM CB that utilizes RWW of PRAM. The 
proposed method schedules NFSD’s requests to service read 
and write simultaneously using RWW. By utilizing RWW for 
requests reordering and data flushing from CB, the proposed 

method hides most of read time while write is in progress. In 
the experiment result, the proposed method reduces read and 
write latency by 30% and 19%, on average. 
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(a) Normalized read latency 
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(b) Normalized write latency 
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(c) Hidden read ratio 
Fig. 2 Performance of proposed method 
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